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Figure 1: Time evolution of the Sodium D2 component region as a function of elapsed time
since B-band maximum light. The heliocentric velocities have been corrected to the rest-frame
using the host galaxy recession velocity. All spectra have been normalized to their continuum.
In each panel, the dotted curve traces the atmospheric absorption spectrum.
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sample have been published: SN 2006X (6), SN
2007af (8), SN 2007le (9), and SN 2008D (23).

The HIRES observations used setups with spec-
tral resolution (R = l/dl) of ∼50,000 to 52,000,
giving full width at half-maximum (FWHM) in-
tensity of ∼0.115 to 0.12 Å (or ∼5.5 to 6 km s−1)
in the vicinity of the Na I D lines. The MIKE
observations were obtained with R ≈ 30,000 to
36,000, giving FWHM ≈ 0.165 to 0.2 Å (or ∼8.4
to 10 km s−1) near Na I D.We reduced the HIRES
spectra using the MAKEE (MAuna Kea Echelle
Extraction) pipeline (24). The MIKE data were
reduced with the latest version of the MIKE
pipeline (25).

We obtained the redshift and morphologi-
cal classification of the host galaxies of our SN
sample from the NASA/IPAC Extragalactic Data-
base (NED) (26), the SIMBAD astronomical
database (27), or using images from the Digital
Sky Survey (DSS) (28). Our sample host-galaxy
redshifts z are between 0.0019 [0.0015] and 0.06.
Tables S1 and S2 list our complete SN sample
with host-galaxy properties.

The redshifts of the host galaxies are suffi-
ciently large to allow us to differentiate between
absorption resulting from material in the Milky
Way (MW) (i.e., at z ≈ 0; used as a control sam-
ple) and from material in the host galaxies of
the SNe. Out of the 35 [41] events in our SN Ia
sample, 22 [28] events exhibit absorption fea-
tures consistent with the object’s host-galaxy red-
shift and 13 events do not [supporting online
material (SOM) text S1]. In the CC SN sample,
9 [16] events exhibit absorption compatible with
the SN host-galaxy redshifts and 2 events do not
(SOM text S1). Of a total of 46 [59] events (SNe

Ia and CC SNe), 42 [51] exhibit Na I D absorp-
tion due to material in the Milky Way whereas
4 [8] do not.

We normalized the spectra across the con-
tinuum and translated wavelengths into veloc-
ities relative to the wavelength of the minimum
of the most prominent absorption feature of both
of the D lines (SOM text S2), both for the fea-
tures in the host galaxies and in the Milky Way
when detected, using the Doppler shift,

v=c ≈ ðl − l0Þ=l0 ð1Þ

where c is the speed of light in vacuum, l0 is
the wavelength of the zero-velocity component,
and v is the velocity of the component that was
Doppler shifted from l0 to l. We categorized
the absorption features exhibited in our spectra
into three classes of structures as follows (see
Fig. 1 for graphic examples): (i) Blueshifted: One
prominent absorption feature with weaker fea-
tures at shorter wavelengths with respect to it. (ii)
Redshifted: One prominent absorption feature
with weaker features at longer wavelengths with
respect to it. (iii) Single/Symmetric: A single ab-
sorption feature, or several features with both blue
and redshifted structures of similar magnitude.
Classification results are presented in Table 1,
Fig. 2, and fig. S1.

We used the Galactic Na I D absorption along
the line of sight to our SNe as a control sample,
extending it with Galactic absorption along the
line of sight toward quasi-stellar objects (QSOs)
published by Ben Bekhti et al. (29). To imitate
being observed from outside of the Milky Way,
we inverted the velocities of the Galactic fea-

tures. Figures S2 to S5 show the spectra of the
SN Ia sample, and fig. S6 shows the spectra of
the CC SN sample.

The absorption features we observe are nar-
row, with typical separations and velocity dis-
persions of a few tens of km s−1, and are distinct
from features due to material ejected in the ex-
plosion itself that are wide (∼104 km s−1), re-
flecting the expansion velocity of the SN ejecta.
It is apparent from Table 1, Fig. 2, and fig. S1
that the SN Ia sample displays a strong prefer-
ence for blueshifted structures, whereas the Milky
Way sample shows no distinctive preference.

To test whether our SN Ia sample could be a
random draw out of a uniform distribution, we
calculated the probability of observing a set of
22 [28] spectra exhibiting the preference we de-
tected in our sample, or a set even more extreme
(i.e., 12 [16] or more blueshifted spectra and 5
[6] or fewer redshifted spectra); the result was
low, 2.23% [0.54%]. Moreover, a Kolmogorov-
Smirnov (K-S) test rejects the null hypothesis
that the SN Ia and MW samples are from the
same distribution at a 1% significance level.

Out of the 17 SNe Ia that were classified as
blueshifted or redshifted, 2 events (11.8%; SNe
2006X and 2008fp) exhibit saturated features. Out
of the 7 CC SNe classified as blueshifted or red-
shifted, 4 events (57.1%; SNe 2006bp, 2008cg,
2008D, and 2008J) exhibit saturated features. Three
SNe Ia in our sample occurred in elliptical galaxies
(SNe 2006ct, 2006eu, and 2007on; see table S1),
and their spectra do not exhibit Na I D absorption
features. Eight of our SNe Ia occurred in lenticular
galaxies, of which two exhibit absorption fea-
tures (one blueshifted and one single) and six do
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Fig. 1. Examples of spectra classified as blueshifted (A), redshifted (B), and single (C) or symmetric (D). Flux is normalized and velocities are given in km s−1

relative to the prominent absorption-feature minimum (relative to D2 in blue and to D1 in red).
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sample have been published: SN 2006X (6), SN
2007af (8), SN 2007le (9), and SN 2008D (23).

The HIRES observations used setups with spec-
tral resolution (R = l/dl) of ∼50,000 to 52,000,
giving full width at half-maximum (FWHM) in-
tensity of ∼0.115 to 0.12 Å (or ∼5.5 to 6 km s−1)
in the vicinity of the Na I D lines. The MIKE
observations were obtained with R ≈ 30,000 to
36,000, giving FWHM ≈ 0.165 to 0.2 Å (or ∼8.4
to 10 km s−1) near Na I D.We reduced the HIRES
spectra using the MAKEE (MAuna Kea Echelle
Extraction) pipeline (24). The MIKE data were
reduced with the latest version of the MIKE
pipeline (25).

We obtained the redshift and morphologi-
cal classification of the host galaxies of our SN
sample from the NASA/IPAC Extragalactic Data-
base (NED) (26), the SIMBAD astronomical
database (27), or using images from the Digital
Sky Survey (DSS) (28). Our sample host-galaxy
redshifts z are between 0.0019 [0.0015] and 0.06.
Tables S1 and S2 list our complete SN sample
with host-galaxy properties.

The redshifts of the host galaxies are suffi-
ciently large to allow us to differentiate between
absorption resulting from material in the Milky
Way (MW) (i.e., at z ≈ 0; used as a control sam-
ple) and from material in the host galaxies of
the SNe. Out of the 35 [41] events in our SN Ia
sample, 22 [28] events exhibit absorption fea-
tures consistent with the object’s host-galaxy red-
shift and 13 events do not [supporting online
material (SOM) text S1]. In the CC SN sample,
9 [16] events exhibit absorption compatible with
the SN host-galaxy redshifts and 2 events do not
(SOM text S1). Of a total of 46 [59] events (SNe

Ia and CC SNe), 42 [51] exhibit Na I D absorp-
tion due to material in the Milky Way whereas
4 [8] do not.

We normalized the spectra across the con-
tinuum and translated wavelengths into veloc-
ities relative to the wavelength of the minimum
of the most prominent absorption feature of both
of the D lines (SOM text S2), both for the fea-
tures in the host galaxies and in the Milky Way
when detected, using the Doppler shift,

v=c ≈ ðl − l0Þ=l0 ð1Þ

where c is the speed of light in vacuum, l0 is
the wavelength of the zero-velocity component,
and v is the velocity of the component that was
Doppler shifted from l0 to l. We categorized
the absorption features exhibited in our spectra
into three classes of structures as follows (see
Fig. 1 for graphic examples): (i) Blueshifted: One
prominent absorption feature with weaker fea-
tures at shorter wavelengths with respect to it. (ii)
Redshifted: One prominent absorption feature
with weaker features at longer wavelengths with
respect to it. (iii) Single/Symmetric: A single ab-
sorption feature, or several features with both blue
and redshifted structures of similar magnitude.
Classification results are presented in Table 1,
Fig. 2, and fig. S1.

We used the Galactic Na I D absorption along
the line of sight to our SNe as a control sample,
extending it with Galactic absorption along the
line of sight toward quasi-stellar objects (QSOs)
published by Ben Bekhti et al. (29). To imitate
being observed from outside of the Milky Way,
we inverted the velocities of the Galactic fea-

tures. Figures S2 to S5 show the spectra of the
SN Ia sample, and fig. S6 shows the spectra of
the CC SN sample.

The absorption features we observe are nar-
row, with typical separations and velocity dis-
persions of a few tens of km s−1, and are distinct
from features due to material ejected in the ex-
plosion itself that are wide (∼104 km s−1), re-
flecting the expansion velocity of the SN ejecta.
It is apparent from Table 1, Fig. 2, and fig. S1
that the SN Ia sample displays a strong prefer-
ence for blueshifted structures, whereas the Milky
Way sample shows no distinctive preference.

To test whether our SN Ia sample could be a
random draw out of a uniform distribution, we
calculated the probability of observing a set of
22 [28] spectra exhibiting the preference we de-
tected in our sample, or a set even more extreme
(i.e., 12 [16] or more blueshifted spectra and 5
[6] or fewer redshifted spectra); the result was
low, 2.23% [0.54%]. Moreover, a Kolmogorov-
Smirnov (K-S) test rejects the null hypothesis
that the SN Ia and MW samples are from the
same distribution at a 1% significance level.

Out of the 17 SNe Ia that were classified as
blueshifted or redshifted, 2 events (11.8%; SNe
2006X and 2008fp) exhibit saturated features. Out
of the 7 CC SNe classified as blueshifted or red-
shifted, 4 events (57.1%; SNe 2006bp, 2008cg,
2008D, and 2008J) exhibit saturated features. Three
SNe Ia in our sample occurred in elliptical galaxies
(SNe 2006ct, 2006eu, and 2007on; see table S1),
and their spectra do not exhibit Na I D absorption
features. Eight of our SNe Ia occurred in lenticular
galaxies, of which two exhibit absorption fea-
tures (one blueshifted and one single) and six do
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Fig. 1. Examples of spectra classified as blueshifted (A), redshifted (B), and single (C) or symmetric (D). Flux is normalized and velocities are given in km s−1

relative to the prominent absorption-feature minimum (relative to D2 in blue and to D1 in red).
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not. Therefore, our sample provides a good rep-
resentation of SNe Ia in nearby (z ≤ 0.06) spiral
galaxies.

We calculated the velocities and column den-
sity (N) of the absorbing material by fitting them
with Voigt profiles using VPFIT [(30); see Fig.
3]. SN Ia features have a log(N) similar to that of
the MW features, lower on average than those in
CC SNe. The relative velocities of the SN Ia fea-
tures range between −150.8 and +139.4 km s−1

(with an additional single feature at +193.7 km s−1),
whereas the CC SN relative velocities range be-
tween −87.2 and +116.6 km s−1, and the MW ve-
locity ranges between −79.5 and +116.9 km s−1.
The cumulative distribution of the relative num-
ber of features as a function of the velocity for
each sample is given in Fig. 4.

The narrow absorption features that we mea-
sured could possibly be produced by (i) interven-
ing clouds of gas in the host galaxy; (ii) a systemic
wind blown by the host galaxy; (iii) nonrandomly
moving interstellar matter (ISM)—a relic from a
star-forming event; and (iv) material ejected from
the progenitor system before its explosion.

In the first case, intervening clouds of gas in
galaxies may have a small random velocity rel-
ative to the local rotation velocity; therefore, the
resulting absorption features are equally likely to
be either blueshifted or redshifted relative to the
SN, in contrast to the preference exhibited in our
SN Ia sample (shown to be inconsistent with a
random draw from a uniform parent distribution).
The structure of the absorption features observed
in theMilkyWay is due to the movement of ISM
gas clouds, and our results are in good agreement
with a uniform distribution from randomlymoving
clouds (see Table 1, Fig. 2, and fig. S1). The CC
SN sample is unfortunately quite small and is
consistent with either a uniform distribution or
one similar to that of the SN Ia sample.

If the second explanation was viable, we
would expect to see a signature of this wind in
the Milky Way sample, as a prevalence of blue-
shifted absorption (i.e., outflowing). However, the
MW could be a special case. We would also ex-
pect to see a similar, or even greater, effect in our
CC SN sample, but this is not the case. Never-
theless, the CC SN sample is too small to reach
statistical significance. Furthermore, if this model
were correct, blueshift due to galactic outflows
would be common and imply a large velocity
span, at small host inclination (i.e., hosts closer
to being face on). Figure S7 shows that the ab-
sorption features of SN Ia events that occurred
in spiral hosts (see figs. S9 to S11 for host im-
ages) show no preference toward low-inclination
hosts, nor is there a correlation between the ve-
locity span and the inclination.

In addition, galactic winds are observed mainly
in galaxies with a star-formation rate (SFR) sur-
face density threshold above ∼0.1M◉ (solar mass)
year−1 kpc−2 and are rare in local ordinary disk
galaxies (31). Moreover, galactic winds are thought
to be expelled into the halo and then cool and
fall back onto the disk [the “galactic fountain”

process (32, 33)]. Because of its low first ioniza-
tion potential (5.1 eV), sodium is a good tracer
for neutral gas; thus, Na I D absorption is ex-
pected to be observed mainly in the later stage
of the galactic fountain process (i.e., the inflow)
when the gas is mostly neutral, and less during
the earlier outflow stage when the gas is ex-

pected to be mostly ionized (34, 35), resulting
in a redshifted preference. Absorption from gas
in galactic halos has larger equivalent widths
and column densities of Ca II H and K, N(Ca II)
relative to Na I D, whereas ISM and CSM have
N(Na I)/N(Ca II) of order unity (36). We have
spectral coverage of Ca II H and K for 12 out of

Table 1. Classification of absorption features.

Sample Blueshifted Redshifted Single/Symmetric Total

SNe Ia 12 [16] 5 [6] 5 [6] 22 [28]
CC SNe 4 [8] 3 [5] 2 [3] 9 [16]
MW (SNe) 12 [13] 13 [16] 17 [22] 42 [51]
MW (QSO) 10 13 6 29
MW (QSO+SNe) 22 [23] 26 [29] 23 [28] 71 [80]

31%

36.6%

32.4%

Milky Way (QSO+SNe)
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Fig. 2. Pie-chart visualization of the results given in Table 1. The results for the extended samples
are shown in fig. S1.
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not. Therefore, our sample provides a good rep-
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3]. SN Ia features have a log(N) similar to that of
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whereas the CC SN relative velocities range be-
tween −87.2 and +116.6 km s−1, and the MW ve-
locity ranges between −79.5 and +116.9 km s−1.
The cumulative distribution of the relative num-
ber of features as a function of the velocity for
each sample is given in Fig. 4.
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star-forming event; and (iv) material ejected from
the progenitor system before its explosion.

In the first case, intervening clouds of gas in
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ative to the local rotation velocity; therefore, the
resulting absorption features are equally likely to
be either blueshifted or redshifted relative to the
SN, in contrast to the preference exhibited in our
SN Ia sample (shown to be inconsistent with a
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one similar to that of the SN Ia sample.
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would expect to see a signature of this wind in
the Milky Way sample, as a prevalence of blue-
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MW could be a special case. We would also ex-
pect to see a similar, or even greater, effect in our
CC SN sample, but this is not the case. Never-
theless, the CC SN sample is too small to reach
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were correct, blueshift due to galactic outflows
would be common and imply a large velocity
span, at small host inclination (i.e., hosts closer
to being face on). Figure S7 shows that the ab-
sorption features of SN Ia events that occurred
in spiral hosts (see figs. S9 to S11 for host im-
ages) show no preference toward low-inclination
hosts, nor is there a correlation between the ve-
locity span and the inclination.

In addition, galactic winds are observed mainly
in galaxies with a star-formation rate (SFR) sur-
face density threshold above ∼0.1M◉ (solar mass)
year−1 kpc−2 and are rare in local ordinary disk
galaxies (31). Moreover, galactic winds are thought
to be expelled into the halo and then cool and
fall back onto the disk [the “galactic fountain”
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tion potential (5.1 eV), sodium is a good tracer
for neutral gas; thus, Na I D absorption is ex-
pected to be observed mainly in the later stage
of the galactic fountain process (i.e., the inflow)
when the gas is mostly neutral, and less during
the earlier outflow stage when the gas is ex-

pected to be mostly ionized (34, 35), resulting
in a redshifted preference. Absorption from gas
in galactic halos has larger equivalent widths
and column densities of Ca II H and K, N(Ca II)
relative to Na I D, whereas ISM and CSM have
N(Na I)/N(Ca II) of order unity (36). We have
spectral coverage of Ca II H and K for 12 out of

Table 1. Classification of absorption features.

Sample Blueshifted Redshifted Single/Symmetric Total

SNe Ia 12 [16] 5 [6] 5 [6] 22 [28]
CC SNe 4 [8] 3 [5] 2 [3] 9 [16]
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Folatelli et al. 2010

SNe Ia With Variable Na Have Low RV
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Figure 13. Comparison of color-excess estimates E(V − X)max, for X ≡ iYJH, with E(B − V )max for the best-observed SNe. The solid red lines represent the slope
which corresponds to the average fit value of RV = 1.7, found using the whole set of points. The dashed blue lines indicate the slope predicted by a value of RV = 3.2,
which is the averaged fit value found when excluding the two highly reddened SNe (the two points farthest to the right in the plots.)
(A color version of this figure is available in the online journal.)
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Figure 14. Color excesses E(V −Xλ), for bands Xλ = ugriBYJHKs , for SN 2005A (left panel) and SN 2006X (right panel). The solid lines show the best-fit CCM+O
laws, whereas the dotted lines show the CCM+O model for RV = 3.1. The dashed lines correspond to fits of the power-law model by Goobar (2008), valid for
LMC-type dust. The latter provides a substantially better fit of the u-band reddening for both SNe, as compared to the CCM+O model.
(A color version of this figure is available in the online journal.)

Table 5
RV Values from Fits to E(V − X)max Versus E(B − V )max

Sample E(V − i) E(V − Y ) E(V − J ) E(V − H ) Weighted
Max Max Max Max Average

Whole 1.1 ± 0.2 1.6 ± 0.2 1.8 ± 0.1 1.7 ± 0.1 1.7 ± 0.1
Excl. 2005A and 2006X 3.8 ± 1.5 3.5 ± 1.4 3.1 ± 0.7 3.1 ± 0.7 3.2 ± 0.4
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Figure 13. Comparison of color-excess estimates E(V − X)max, for X ≡ iYJH, with E(B − V )max for the best-observed SNe. The solid red lines represent the slope
which corresponds to the average fit value of RV = 1.7, found using the whole set of points. The dashed blue lines indicate the slope predicted by a value of RV = 3.2,
which is the averaged fit value found when excluding the two highly reddened SNe (the two points farthest to the right in the plots.)
(A color version of this figure is available in the online journal.)
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Figure 14. Color excesses E(V −Xλ), for bands Xλ = ugriBYJHKs , for SN 2005A (left panel) and SN 2006X (right panel). The solid lines show the best-fit CCM+O
laws, whereas the dotted lines show the CCM+O model for RV = 3.1. The dashed lines correspond to fits of the power-law model by Goobar (2008), valid for
LMC-type dust. The latter provides a substantially better fit of the u-band reddening for both SNe, as compared to the CCM+O model.
(A color version of this figure is available in the online journal.)
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Whole 1.1 ± 0.2 1.6 ± 0.2 1.8 ± 0.1 1.7 ± 0.1 1.7 ± 0.1
Excl. 2005A and 2006X 3.8 ± 1.5 3.5 ± 1.4 3.1 ± 0.7 3.1 ± 0.7 3.2 ± 0.4
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dereddened by the Galactic reddening using the full-sky maps
of dust infrared emission (Schlegel et al. 1998).

As can be seen from Figure 3(a), the decline rate of the HV
SNe Ia exhibit a narrower distribution relative to the Normal
group. Although they include events with small ∆m15, no HV
objects were found at ∆m15 > 1.6. A similar narrow distribution
is seen in their V-band absolute magnitudes (Figure 3(b)), with
exceptions for a few heavily reddened objects on the faint side.
Restricting the sample to those with Bmax − Vmax < 0.20 mag,
the mean value of MV

max as well as that of ∆m15 is found to
be comparable for the HV and Normal SNe Ia. Despite these
similarities, the Bmax − Vmax colors of the two groups show
noticeable differences (see Figure 3(c)), with the average value
of the HV group being redder by ∼ 0.08 mag. This difference
increases to 0.10 mag by further restricting the subsamples to
those with 1.0 ! ∆m15 ! 1.5. In addition, the frequency of the
Normal SNe Ia at the bluer end (Bmax − Vmax <0) is obviously
higher than that of the HV objects, e.g., 42.7% versus 14.5%.
This indicates that the HV SNe Ia may preferentially occur in
dusty environments, or they have intrinsically red colors (see the
discussion in Section 4). On the other hand, the morphological
distributions of the host galaxies for these two groups do not
show significant differences, perhaps suggesting that the color
differences might not be caused by dust on large scales.

Although our analysis involves a large sample, we caution that
the distributions of the above observables may suffer from an ob-
servational bias inherited in the observed sample. Further studies
will be needed to determine whether this is indeed the case.

3.2. Dust Absorption and Luminosity Standardization

Dust absorption may be one of the main uncertainties in
the brightness corrections of SNe Ia, depending not only on
knowledge of the reddening E(B −V ) but also on the properties
of the dust. Infrared photometry, together with optical data,
would set better constraints on RV (defined to be AV /E(B −V ))
on an object-by-object basis, but it was not available for most of
our sample. Given the sample size, we attempt to quantify the
average extinction ratio RV for SNe Ia in a statistical way.

With the known empirical relations between the intrinsic
colors and the decline rate ∆m15 (Wang et al. 2009), we derive
the reddening for our sample from the Bmax−Vmax color and that
measured at 12 days past the B maximum (Wang et al. 2005).
To maintain consistency in our reddening determination, we did
not use the tail color (Phillips et al. 1999) or the color at t =
35 day after B maximum (Jha et al. 2007) owing to the possible
abnormal color evolution of HV SNe Ia in the nebular phase
(W08a). The host-galaxy reddening E(B − V )host was taken to
be the weighted average of the determinations by the above two
methods, and the negative values were kept as measured. We
note, however, that part of the reddening derived for the HV
objects would be biased if their intrinsic color–∆m15 relations
were different from those defined by the normal ones. Thus,
the inferred value of RV for them (discussed below) may not
represent the true extinction ratio.

In Figure 4, the absolute peak magnitudes MV
max, corrected for

the dependence on ∆m15 using a relation derived from the low-
reddening subsample, is plotted versus E(B − V )host. One can
see that the HV group follows a relation significantly different
from that for the Normal group. Assuming that the correlation
is governed by dust absorption, the effective RV values for these
two groups are 1.57 ± 0.08 (HV) and 2.36 ± 0.09 (Normal).
The objects with z < 0.010 but without Cepheid distances were

Figure 4. ∆m15-corrected absolute V mag at maximum brightness vs. the host-
galaxy reddening. The filled symbols are SNe with z ! 0.01 or Cepheid-based
distances, and the open symbols are nearby objects that were not included in
the fit. The two solid lines show the best-fit RV for SNe in the HV and Normal
groups, with dotted lines indicating 2σ uncertainties. The dashed line represents
the Milky Way reddening law.

not included in the fit.9 We note that SN 1996ai and SN 2003cg
may have RV close to 1.9, perhaps due to abnormal interstellar
dust, although their distances have large uncertainties. It is not
clear whether they are outliers, or a low RV value is common
for extremely reddened SNe Ia. Nevertheless, the slopes of the
fits to the HV and Normal SNe Ia are still clearly different even
if all the events with E(B − V )host > 0.50 mag are excluded.

The corresponding regression of MV
max with two variables,

∆m15 and E(B − V )host, takes the form

MV
max = Mzp + α(∆m15 − 1.1) + RV E(B − V )host, (1)

where Mzp represents the mean absolute magnitude, corrected
for the reddening in the Milky Way and the host galaxy, and
normalized to ∆m15 = 1.1. For the HV and Normal SNe Ia, one
obtains

Normal :α = 0.77 ± 0.06, RV = 2.36 ± 0.07,

Mzp = −19.26 ± 0.02, N = 83, σ = 0.123; (2)

HV :α = 0.75 ± 0.11, RV = 1.58 ± 0.07,

Mzp = −19.28 ± 0.03, N = 42, σ = 0.128. (3)

The improved solutions are quite close to the provisional values.
The resulting MV

max–∆m15 relation does not show a significant
difference between the HV and Normal groups, and both slopes
are found to be in accord with that adopted in the earlier analysis.

After accounting for the dependence on the two variables
∆m15 and E(B − V )host, we find the luminosity scatter to be
0.128 mag for the HV group and 0.123 mag for the Normal
one. A two-component fit to these two groups having different
values of RV yields a luminosity scatter 0.125 mag. Assuming

9 SN 2006lf was excluded from the fit. After correction for the Galactic
reddening E(B − V )Gal = 0.97 mag with RV = 3.1, the V-band luminosity is
found to be higher than that of the typical SN Ia by about 0.7 mag, possibly
indicating a large uncertainty in the correction for Galactic reddening.
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dereddened by the Galactic reddening using the full-sky maps
of dust infrared emission (Schlegel et al. 1998).

As can be seen from Figure 3(a), the decline rate of the HV
SNe Ia exhibit a narrower distribution relative to the Normal
group. Although they include events with small ∆m15, no HV
objects were found at ∆m15 > 1.6. A similar narrow distribution
is seen in their V-band absolute magnitudes (Figure 3(b)), with
exceptions for a few heavily reddened objects on the faint side.
Restricting the sample to those with Bmax − Vmax < 0.20 mag,
the mean value of M

V
max as well as that of ∆m15 is found to

be comparable for the HV and Normal SNe Ia. Despite these
similarities, the Bmax − Vmax colors of the two groups show
noticeable differences (see Figure 3(c)), with the average value
of the HV group being redder by ∼ 0.08 mag. This difference
increases to 0.10 mag by further restricting the subsamples to
those with 1.0 ! ∆m15 ! 1.5. In addition, the frequency of the
Normal SNe Ia at the bluer end (Bmax − Vmax <0) is obviously
higher than that of the HV objects, e.g., 42.7% versus 14.5%.
This indicates that the HV SNe Ia may preferentially occur in
dusty environments, or they have intrinsically red colors (see the
discussion in Section 4). On the other hand, the morphological
distributions of the host galaxies for these two groups do not
show significant differences, perhaps suggesting that the color
differences might not be caused by dust on large scales.

Although our analysis involves a large sample, we caution that
the distributions of the above observables may suffer from an ob-
servational bias inherited in the observed sample. Further studies
will be needed to determine whether this is indeed the case.

3.2. Dust Absorption and Luminosity Standardization

Dust absorption may be one of the main uncertainties in
the brightness corrections of SNe Ia, depending not only on
knowledge of the reddening E(B −V ) but also on the properties
of the dust. Infrared photometry, together with optical data,
would set better constraints on RV (defined to be AV /E(B −V ))
on an object-by-object basis, but it was not available for most of
our sample. Given the sample size, we attempt to quantify the
average extinction ratio RV for SNe Ia in a statistical way.

With the known empirical relations between the intrinsic
colors and the decline rate ∆m15 (Wang et al. 2009), we derive
the reddening for our sample from the Bmax−Vmax color and that
measured at 12 days past the B maximum (Wang et al. 2005).
To maintain consistency in our reddening determination, we did
not use the tail color (Phillips et al. 1999) or the color at t =
35 day after B maximum (Jha et al. 2007) owing to the possible
abnormal color evolution of HV SNe Ia in the nebular phase
(W08a). The host-galaxy reddening E(B − V )host was taken to
be the weighted average of the determinations by the above two
methods, and the negative values were kept as measured. We
note, however, that part of the reddening derived for the HV
objects would be biased if their intrinsic color–∆m15 relations
were different from those defined by the normal ones. Thus,
the inferred value of RV for them (discussed below) may not
represent the true extinction ratio.

In Figure 4, the absolute peak magnitudes M
V
max, corrected for

the dependence on ∆m15 using a relation derived from the low-
reddening subsample, is plotted versus E(B − V )host. One can
see that the HV group follows a relation significantly different
from that for the Normal group. Assuming that the correlation
is governed by dust absorption, the effective RV values for these
two groups are 1.57 ± 0.08 (HV) and 2.36 ± 0.09 (Normal).
The objects with z < 0.010 but without Cepheid distances were

Figure 4. ∆m15-corrected absolute V mag at maximum brightness vs. the host-
galaxy reddening. The filled symbols are SNe with z ! 0.01 or Cepheid-based
distances, and the open symbols are nearby objects that were not included in
the fit. The two solid lines show the best-fit RV for SNe in the HV and Normal
groups, with dotted lines indicating 2σ uncertainties. The dashed line represents
the Milky Way reddening law.

not included in the fit.9 We note that SN 1996ai and SN 2003cg
may have RV close to 1.9, perhaps due to abnormal interstellar
dust, although their distances have large uncertainties. It is not
clear whether they are outliers, or a low RV value is common
for extremely reddened SNe Ia. Nevertheless, the slopes of the
fits to the HV and Normal SNe Ia are still clearly different even
if all the events with E(B − V )host > 0.50 mag are excluded.

The corresponding regression of M
V
max with two variables,

∆m15 and E(B − V )host, takes the form

M
V
max = Mzp + α(∆m15 − 1.1) + RV E(B − V )host, (1)

where Mzp represents the mean absolute magnitude, corrected
for the reddening in the Milky Way and the host galaxy, and
normalized to ∆m15 = 1.1. For the HV and Normal SNe Ia, one
obtains

Normal :α = 0.77 ± 0.06, RV = 2.36 ± 0.07,

Mzp = −19.26 ± 0.02, N = 83, σ = 0.123; (2)

HV :α = 0.75 ± 0.11, RV = 1.58 ± 0.07,

Mzp = −19.28 ± 0.03, N = 42, σ = 0.128. (3)

The improved solutions are quite close to the provisional values.
The resulting M

V
max–∆m15 relation does not show a significant

difference between the HV and Normal groups, and both slopes
are found to be in accord with that adopted in the earlier analysis.

After accounting for the dependence on the two variables
∆m15 and E(B − V )host, we find the luminosity scatter to be
0.128 mag for the HV group and 0.123 mag for the Normal
one. A two-component fit to these two groups having different
values of RV yields a luminosity scatter 0.125 mag. Assuming

9 SN 2006lf was excluded from the fit. After correction for the Galactic
reddening E(B − V )Gal = 0.97 mag with RV = 3.1, the V-band luminosity is
found to be higher than that of the typical SN Ia by about 0.7 mag, possibly
indicating a large uncertainty in the correction for Galactic reddening.
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dereddened by the Galactic reddening using the full-sky maps
of dust infrared emission (Schlegel et al. 1998).

As can be seen from Figure 3(a), the decline rate of the HV
SNe Ia exhibit a narrower distribution relative to the Normal
group. Although they include events with small ∆m15, no HV
objects were found at ∆m15 > 1.6. A similar narrow distribution
is seen in their V-band absolute magnitudes (Figure 3(b)), with
exceptions for a few heavily reddened objects on the faint side.
Restricting the sample to those with Bmax − Vmax < 0.20 mag,
the mean value of MV

max as well as that of ∆m15 is found to
be comparable for the HV and Normal SNe Ia. Despite these
similarities, the Bmax − Vmax colors of the two groups show
noticeable differences (see Figure 3(c)), with the average value
of the HV group being redder by ∼ 0.08 mag. This difference
increases to 0.10 mag by further restricting the subsamples to
those with 1.0 ! ∆m15 ! 1.5. In addition, the frequency of the
Normal SNe Ia at the bluer end (Bmax − Vmax <0) is obviously
higher than that of the HV objects, e.g., 42.7% versus 14.5%.
This indicates that the HV SNe Ia may preferentially occur in
dusty environments, or they have intrinsically red colors (see the
discussion in Section 4). On the other hand, the morphological
distributions of the host galaxies for these two groups do not
show significant differences, perhaps suggesting that the color
differences might not be caused by dust on large scales.

Although our analysis involves a large sample, we caution that
the distributions of the above observables may suffer from an ob-
servational bias inherited in the observed sample. Further studies
will be needed to determine whether this is indeed the case.

3.2. Dust Absorption and Luminosity Standardization

Dust absorption may be one of the main uncertainties in
the brightness corrections of SNe Ia, depending not only on
knowledge of the reddening E(B −V ) but also on the properties
of the dust. Infrared photometry, together with optical data,
would set better constraints on RV (defined to be AV /E(B −V ))
on an object-by-object basis, but it was not available for most of
our sample. Given the sample size, we attempt to quantify the
average extinction ratio RV for SNe Ia in a statistical way.

With the known empirical relations between the intrinsic
colors and the decline rate ∆m15 (Wang et al. 2009), we derive
the reddening for our sample from the Bmax−Vmax color and that
measured at 12 days past the B maximum (Wang et al. 2005).
To maintain consistency in our reddening determination, we did
not use the tail color (Phillips et al. 1999) or the color at t =
35 day after B maximum (Jha et al. 2007) owing to the possible
abnormal color evolution of HV SNe Ia in the nebular phase
(W08a). The host-galaxy reddening E(B − V )host was taken to
be the weighted average of the determinations by the above two
methods, and the negative values were kept as measured. We
note, however, that part of the reddening derived for the HV
objects would be biased if their intrinsic color–∆m15 relations
were different from those defined by the normal ones. Thus,
the inferred value of RV for them (discussed below) may not
represent the true extinction ratio.

In Figure 4, the absolute peak magnitudes MV
max, corrected for

the dependence on ∆m15 using a relation derived from the low-
reddening subsample, is plotted versus E(B − V )host. One can
see that the HV group follows a relation significantly different
from that for the Normal group. Assuming that the correlation
is governed by dust absorption, the effective RV values for these
two groups are 1.57 ± 0.08 (HV) and 2.36 ± 0.09 (Normal).
The objects with z < 0.010 but without Cepheid distances were

Figure 4. ∆m15-corrected absolute V mag at maximum brightness vs. the host-
galaxy reddening. The filled symbols are SNe with z ! 0.01 or Cepheid-based
distances, and the open symbols are nearby objects that were not included in
the fit. The two solid lines show the best-fit RV for SNe in the HV and Normal
groups, with dotted lines indicating 2σ uncertainties. The dashed line represents
the Milky Way reddening law.

not included in the fit.9 We note that SN 1996ai and SN 2003cg
may have RV close to 1.9, perhaps due to abnormal interstellar
dust, although their distances have large uncertainties. It is not
clear whether they are outliers, or a low RV value is common
for extremely reddened SNe Ia. Nevertheless, the slopes of the
fits to the HV and Normal SNe Ia are still clearly different even
if all the events with E(B − V )host > 0.50 mag are excluded.

The corresponding regression of MV
max with two variables,

∆m15 and E(B − V )host, takes the form

MV
max = Mzp + α(∆m15 − 1.1) + RV E(B − V )host, (1)

where Mzp represents the mean absolute magnitude, corrected
for the reddening in the Milky Way and the host galaxy, and
normalized to ∆m15 = 1.1. For the HV and Normal SNe Ia, one
obtains

Normal :α = 0.77 ± 0.06, RV = 2.36 ± 0.07,

Mzp = −19.26 ± 0.02, N = 83, σ = 0.123; (2)

HV :α = 0.75 ± 0.11, RV = 1.58 ± 0.07,

Mzp = −19.28 ± 0.03, N = 42, σ = 0.128. (3)

The improved solutions are quite close to the provisional values.
The resulting MV

max–∆m15 relation does not show a significant
difference between the HV and Normal groups, and both slopes
are found to be in accord with that adopted in the earlier analysis.

After accounting for the dependence on the two variables
∆m15 and E(B − V )host, we find the luminosity scatter to be
0.128 mag for the HV group and 0.123 mag for the Normal
one. A two-component fit to these two groups having different
values of RV yields a luminosity scatter 0.125 mag. Assuming

9 SN 2006lf was excluded from the fit. After correction for the Galactic
reddening E(B − V )Gal = 0.97 mag with RV = 3.1, the V-band luminosity is
found to be higher than that of the typical SN Ia by about 0.7 mag, possibly
indicating a large uncertainty in the correction for Galactic reddening.

L142 WANG ET AL. Vol. 699

dereddened by the Galactic reddening using the full-sky maps
of dust infrared emission (Schlegel et al. 1998).

As can be seen from Figure 3(a), the decline rate of the HV
SNe Ia exhibit a narrower distribution relative to the Normal
group. Although they include events with small ∆m15, no HV
objects were found at ∆m15 > 1.6. A similar narrow distribution
is seen in their V-band absolute magnitudes (Figure 3(b)), with
exceptions for a few heavily reddened objects on the faint side.
Restricting the sample to those with Bmax − Vmax < 0.20 mag,
the mean value of M

V
max as well as that of ∆m15 is found to

be comparable for the HV and Normal SNe Ia. Despite these
similarities, the Bmax − Vmax colors of the two groups show
noticeable differences (see Figure 3(c)), with the average value
of the HV group being redder by ∼ 0.08 mag. This difference
increases to 0.10 mag by further restricting the subsamples to
those with 1.0 ! ∆m15 ! 1.5. In addition, the frequency of the
Normal SNe Ia at the bluer end (Bmax − Vmax <0) is obviously
higher than that of the HV objects, e.g., 42.7% versus 14.5%.
This indicates that the HV SNe Ia may preferentially occur in
dusty environments, or they have intrinsically red colors (see the
discussion in Section 4). On the other hand, the morphological
distributions of the host galaxies for these two groups do not
show significant differences, perhaps suggesting that the color
differences might not be caused by dust on large scales.

Although our analysis involves a large sample, we caution that
the distributions of the above observables may suffer from an ob-
servational bias inherited in the observed sample. Further studies
will be needed to determine whether this is indeed the case.

3.2. Dust Absorption and Luminosity Standardization

Dust absorption may be one of the main uncertainties in
the brightness corrections of SNe Ia, depending not only on
knowledge of the reddening E(B −V ) but also on the properties
of the dust. Infrared photometry, together with optical data,
would set better constraints on RV (defined to be AV /E(B −V ))
on an object-by-object basis, but it was not available for most of
our sample. Given the sample size, we attempt to quantify the
average extinction ratio RV for SNe Ia in a statistical way.

With the known empirical relations between the intrinsic
colors and the decline rate ∆m15 (Wang et al. 2009), we derive
the reddening for our sample from the Bmax−Vmax color and that
measured at 12 days past the B maximum (Wang et al. 2005).
To maintain consistency in our reddening determination, we did
not use the tail color (Phillips et al. 1999) or the color at t =
35 day after B maximum (Jha et al. 2007) owing to the possible
abnormal color evolution of HV SNe Ia in the nebular phase
(W08a). The host-galaxy reddening E(B − V )host was taken to
be the weighted average of the determinations by the above two
methods, and the negative values were kept as measured. We
note, however, that part of the reddening derived for the HV
objects would be biased if their intrinsic color–∆m15 relations
were different from those defined by the normal ones. Thus,
the inferred value of RV for them (discussed below) may not
represent the true extinction ratio.

In Figure 4, the absolute peak magnitudes M
V
max, corrected for

the dependence on ∆m15 using a relation derived from the low-
reddening subsample, is plotted versus E(B − V )host. One can
see that the HV group follows a relation significantly different
from that for the Normal group. Assuming that the correlation
is governed by dust absorption, the effective RV values for these
two groups are 1.57 ± 0.08 (HV) and 2.36 ± 0.09 (Normal).
The objects with z < 0.010 but without Cepheid distances were

Figure 4. ∆m15-corrected absolute V mag at maximum brightness vs. the host-
galaxy reddening. The filled symbols are SNe with z ! 0.01 or Cepheid-based
distances, and the open symbols are nearby objects that were not included in
the fit. The two solid lines show the best-fit RV for SNe in the HV and Normal
groups, with dotted lines indicating 2σ uncertainties. The dashed line represents
the Milky Way reddening law.

not included in the fit.9 We note that SN 1996ai and SN 2003cg
may have RV close to 1.9, perhaps due to abnormal interstellar
dust, although their distances have large uncertainties. It is not
clear whether they are outliers, or a low RV value is common
for extremely reddened SNe Ia. Nevertheless, the slopes of the
fits to the HV and Normal SNe Ia are still clearly different even
if all the events with E(B − V )host > 0.50 mag are excluded.

The corresponding regression of M
V
max with two variables,

∆m15 and E(B − V )host, takes the form

M
V
max = Mzp + α(∆m15 − 1.1) + RV E(B − V )host, (1)

where Mzp represents the mean absolute magnitude, corrected
for the reddening in the Milky Way and the host galaxy, and
normalized to ∆m15 = 1.1. For the HV and Normal SNe Ia, one
obtains

Normal :α = 0.77 ± 0.06, RV = 2.36 ± 0.07,

Mzp = −19.26 ± 0.02, N = 83, σ = 0.123; (2)

HV :α = 0.75 ± 0.11, RV = 1.58 ± 0.07,

Mzp = −19.28 ± 0.03, N = 42, σ = 0.128. (3)

The improved solutions are quite close to the provisional values.
The resulting M

V
max–∆m15 relation does not show a significant

difference between the HV and Normal groups, and both slopes
are found to be in accord with that adopted in the earlier analysis.

After accounting for the dependence on the two variables
∆m15 and E(B − V )host, we find the luminosity scatter to be
0.128 mag for the HV group and 0.123 mag for the Normal
one. A two-component fit to these two groups having different
values of RV yields a luminosity scatter 0.125 mag. Assuming

9 SN 2006lf was excluded from the fit. After correction for the Galactic
reddening E(B − V )Gal = 0.97 mag with RV = 3.1, the V-band luminosity is
found to be higher than that of the typical SN Ia by about 0.7 mag, possibly
indicating a large uncertainty in the correction for Galactic reddening.
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those lines, and gradually scattered redward where lower opacities allow them to escape. The UV is
crucial to the formation of the optical SED of SN Ia (Sauer et al., 2008) and extremely sensitive to
both the progenitor composition and explosion mechanism. High-z SNe Ia appear to have excess UV
flux relative to low-z SNe Ia, possibly caused by a change in metallicity with redshift (Foley et al.,
2012b). This result is further evidence that cosmological analyses should avoid the rest-frame UV.

Using Swift and HST, I have amassed UV spectra of several low-z SNe Ia. These data have already
constrained progenitor composition and explosion models (Foley et al., 2012a,c), however, my current
analysis has been for a small set of individual SNe. Over the next few years, I should have a large
enough sample to constrain the possible range of SN Ia progenitor and explosion models, which can
further improve SN Ia distance measurements.
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Figure 1: Maximum-light Si II velocity as a function of
Bmax − Vmax for the Foley et al. (2011) (black crosses),
Blueshifted (blue circles), and Redshifted (red squares), sam-
ples. The solid line is the velocity-color relation (Foley et al.,
2011). The empty black circles indicate SNe Ia with detected
variable Na D. Progenitor systems (statistically) with out-
flows (Blueshifted) tend to have higher velocities and redder
colors than those without outflows (Redshifted).

The best way to examine the nature of a
large sample of SN Ia progenitor systems is to
use the SN itself as a back light, and search for
signatures of the companion star in the SN spec-
trum. High-resolution spectroscopy has revealed
evidence for circumstellar gas in the form of time-
variable Na D absorption. The observations sug-
gest that the Na D lines reacted to the initial UV
flash and subsequent decay of the SN ionizing ra-
diation; the varying absorption must come from
gas that is close to the SN. The distance, mass,
and velocity of the absorbing gas is consistent
with a stellar wind from a red giant companion to
the SN progenitor WD. These observations pro-
vide some of the strongest observational support
for the single degenerate SN Ia progenitor model.

Further observations show that we can study
circumstellar material without variability infor-
mation. Our SN Ia sample contains far more
SNe with blueshifted absorption features than
redshifted features (Sternberg et al., 2011). If
the absorbing gas is from the host galaxy rather
than the SN system, we would expect equal num-
bers. I also discovered that SNe with blueshifted absorption are, on average, redder and have larger
ejecta velocities (Foley et al., 2012d, Fig. 1). This is the first observational connection between
the progenitor system of a SN Ia and the resulting explosion; SNe Ia from different progenitor
systems have different observational properties. I plan to continue these observations using MIKE and
MagE (to probe fainter, more distant SNe) on Magellan, Hectochelle on MMT, and possibly PEPSI
on LBT to constrain the fraction of SNe Ia from each progenitor channel and determine how other
observables, in particular luminosity and Hubble residuals, relate to SN progenitor systems.

The Velocity-Color Relation: In the optical, there is a clear relation between luminosity and
light-curve shape (the “width-luminosity” relation; Phillips, 1993) that standardizes SN Ia luminosities
and provides the precise distances necessary to make cosmological measurements. For almost two
decades, the SN community searched for a “second parameter” to improve SN Ia distances beyond
those determined with only the width-luminosity relation.

I recently discovered this second parameter. While SN Ia ejecta velocity and light-curve
shape are uncorrelated, there is a linear relation between ejecta velocity and intrinsic color (Foley
& Kasen, 2011; Foley et al., 2011; Foley, 2012, Figures 2 and 3), with higher-velocity SNe Ia being
intrinsically redder. Current techniques for measuring SN Ia distances assume that all SNe Ia with
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TABLE 1
Log of Low-Resolution Optical Spectral Observations and Basic Parameters

Time of ∆m15(B) vSi II v0
Si II

SN UT Date Instrument Max. (MJD) Phasea (mag) (103 km s−1) (103 km s−1)

2007on 2007-11-17.2 IMACS 54419.88 1.3 1.64 −10.9 −11.0
2008C SNF20080514-002 2008-5-28.3 FAST 54613.01 1.3 1.39 −10.7 −10.8
2008fp 2008-9-21.4 DuPont 54730.52 −0.2 0.92 −10.7 −10.7
2008hv 2008-12-18.3 LDSS 54817.14 1.1 1.33 −10.7 −10.8
2008ia 2008-12-15.3 LDSS 54813.19 2.1 1.35 −11.3 −11.5
2009igb 2009-09-05.4 LRS 55080.04 −0.4 0.89 −13.6 −13.5
2009le 2009-11-24.2 FAST 55165.90 −6.6 0.96 −12.8 −12.1
2009nrc 2010-1-7.5 FAST 55192.70 10.6 0.93 −9.3 −9.6
2010A 2010-11-16.1 FAST 55212.40 −0.3 0.88 −10.3 −10.3

a Days since B maximum.
b These values were originally reported by Foley et al. (2012).
c The light-curve parameters were originally reported by Khan et al. (2011).
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Fig. 1.— CDF of v0
Si II

for the FSK11 sample excluding SNe in
the high-resolution sample (black line, labeled ’FSK11’), our full
high-resolution sample (grey line, labeled ’HR’), the blueshifted
subsample (blue line, labeled ’Blue’), and redshifted subsample
(red line, labeled ’Red’).

also display the redshifted and blueshifted subsamples of
the high-resolution sample with red and blue lines, re-
spectively.

The CDF of the high-resolution sample has a simi-
lar shape to that of the FSK11 sample, but the high-
resolution sample tends to have slightly higher v0

Si II.
The median v0

Si II for the high-resolution sample and the
FSK11 samples is −11, 500 and −11, 300 km s−1, respec-
tively. Performing a K-S test (excluding any SNe in the
high-resolution sample from the FSK11 sample), we find
a K-S p-value of 0.44. From this test, there is no indi-
cation that the high-resolution and FSK11 samples have
different parent populations.

The CDFs of the blueshifted and redshifted subsam-
ples appear to be significantly different from that of
the FSK11 sample or our full high-resolution sample.
The blueshifted and redshifted subsamples tends to have
higher and lower v0

Si II than the typical SN Ia, respec-

tively. The blueshifted and redshifted subsamples have
median v0

Si II of −13, 300 and −10, 700 km s−1, respec-
tively, while the median of the combine single, symmet-
ric, and no absorption subsample has a median v0

Si II of
−11, 500 km s−1. A K-S test to compare the blueshifted
sample to the FSK11 sample (again, excluding any
SNe Ia from our full high-resolution sample) results in
a p-value of 0.012, indicating that the two samples have
different parent distributions. Performing the same test
with the redshifted sample results in a p-value of 0.062,
indicating that there is no statistically significant differ-
ence in the parent populations for the two samples.

A K-S test comparing the blueshifted and redshifted
subsamples results in a p-value of 0.019, again indicating
that the two samples have different parent populations.
This is a relatively strong result, and there is no obvi-
ous way to bias the high-resolution sample to create this
difference.

Since the high-resolution sample is skewed to slightly
higher v0

Si II than the FSK11 sample, the comparisons
between the blueshifted and redshifted subsamples and
the FSK11 sample may be biased. A random draw of
SNe from the high-resolution sample will likely have a
higher average velocity than the FSK11 sample. This
potential bias may have resulting in the small p-value for
the blueshifted sample; however, this bias cannot explain
the difference between the blueshifted and redshifted
subsamples. To mitigate this potential bias, we per-
formed K-S tests between the blueshifted/redshifted sub-
samples and the high-resolution sample (excluding the
blueshifted/redshifted subsamples). These tests resulted
in p-values of 0.014 and 0.0035 for the blueshifted and
redshifted subsamples, respectively. Both the blueshifted
and redshifted subsamples appear to be drawn from dif-
ferent parent populations than the complementary high-
resolution sample.

We tested the robustness of this result using a Monte
Carlo simulation. For each iteration, we selected a sam-
ple of 21 SNe (to match the number of SNe Ia for
which we have high-resolution spectroscopy) from the
full FSK11 sample of SNe Ia. From this sample, we then
selected a subsample of “Blueshifted” SNe equal to the
number of Blueshifted SNe Ia in the high-resolution sam-
ple. We performed a K-S test on these random samples
similar to that described above. We also noted if the five
highest or lowest velocity SNe were in the “Blueshifted”
sample.



Implications

Either:

Multiple progenitor channels where 
progenitors with winds produce 
more energetic explosions

Or

Asymmetric explosions with higher 
velocity ejecta aligned with winds
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Figure 3. (Left) Column densities of Na i and K i in the ISM of the Milky Way plotted vs. AV . Open circles are the Na i D measurements of Sembach et al. (1993)
and the K i data of Welty & Hobbs (2001); solid circles in both plots show column densities for our Milky Way sample with the AV values taken from Schlegel et al.
(1998) as rescaled by Schlafly & Finkbeiner (2011). The solid lines are fits to these combined data (see text), with the gray shading corresponding to the 1σ dispersion.
The shaded red area illustrates the uncertainty introduced by the 1σ dispersion in RV values observed in the Milky Way (Fitzpatrick & Massa 2007). (Right) Column
densities of Na i and K i for the host absorption sample are plotted vs. the AV values derived from the SN colors. The fits and 1σ dispersions observed in the Milky
Way are reproduced from the left half of the figure. The different symbols used to plot the SNe Ia correspond to the Na i D profile classification scheme of Sternberg
et al. (2011).
(A color version of this figure is available in the online journal.)

insensitive to RV at longer wavelengths, allowing us to break the
AV/RV degeneracy. In these cases, the two-Gaussian prior on RV
has little effect on the derived value of RV . However, when there
is no NIR photometry or E(B − V ) is very small, the prior on
RV limits the possible values of AV .

Using MCMC techniques, we simultaneously solve for RV
and AV for each SN using all independent colors available. We
construct histograms for RV and AV by binning the Markov
chains. We then compute the mode and 1σ errors by bracketing
34% of the area to each side. The final calculated values are given
in Columns 6 and 7 of Table 2. Where the posterior probability
distribution is significantly non-symmetric, we report upper and
lower bounds.

3. RESULTS

3.1. Na i and K i

The upper-left panel of Figure 3 displays total Galactic Na i
column densities for the 46 objects in our Milky Way sample
plotted versus the AV values inferred from the Schlafly &
Finkbeiner (2011) Galactic reddenings. In calculating AV , a
value of RV = 3.1 is assumed. The red shaded area in Figure 3
illustrates the uncertainty in these AV values introduced by the
1σ dispersion of ±0.27 in RV values observed in the Milky
Way (Fitzpatrick & Massa 2007). Shown for comparison are
column density measurements obtained from profile fits to the
Na i D lines by Sembach et al. (1993) for a sample of 50 distant
(d > 1 kpc) late-O and early-B stars in low-density regions of

the Milky Way disk and halo. A fit to the combined (Milky
Way + Sembach et al. (1993)) sample of 96 measurements
gives

log NNa i = 13.180(0.003) + 1.125(0.005) × log AV , (4)

where the uncertainties in the slope and intercept are given in
parentheses. This fit is plotted in the upper-left panel of Figure 3,
with the gray shading indicating the 1σ dispersion in log NNa i
of 0.26 dex.

In the lower-left panel of Figure 3, a similar plot of K i column
densities versus AV is shown for the objects in our Milky Way
sample for which a Galactic component of the K i λλ7665,
7699 doublet was detected. The open circles are K i column
densities derived from the K i λ7699 line for 52 stars in the
Milky Way by Welty & Hobbs (2001). The solid line is a fit
to the combined data, with the gray shading indicating the 1σ
dispersion of 0.35 dex. Since an essentially linear relationship
exists in the Milky Way between log NNa i and log NK i (Welty
& Hobbs 2001), the slope of the fit was set equal to the slope
of the log NNa i versus log AV relation in the upper-left panel of
Figure 3, yielding

log NK i = 11.639(0.005) + 1.125 × log AV . (5)

Note that the dispersions in the stellar relations are large, and
if one were to use the fits to estimate AV from a measurement of
the Na i or K i column density, the error would be 54% or 72%
of AV itself, respectively.
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Figure 3. (Left) Column densities of Na i and K i in the ISM of the Milky Way plotted vs. AV . Open circles are the Na i D measurements of Sembach et al. (1993)
and the K i data of Welty & Hobbs (2001); solid circles in both plots show column densities for our Milky Way sample with the AV values taken from Schlegel et al.
(1998) as rescaled by Schlafly & Finkbeiner (2011). The solid lines are fits to these combined data (see text), with the gray shading corresponding to the 1σ dispersion.
The shaded red area illustrates the uncertainty introduced by the 1σ dispersion in RV values observed in the Milky Way (Fitzpatrick & Massa 2007). (Right) Column
densities of Na i and K i for the host absorption sample are plotted vs. the AV values derived from the SN colors. The fits and 1σ dispersions observed in the Milky
Way are reproduced from the left half of the figure. The different symbols used to plot the SNe Ia correspond to the Na i D profile classification scheme of Sternberg
et al. (2011).
(A color version of this figure is available in the online journal.)

insensitive to RV at longer wavelengths, allowing us to break the
AV/RV degeneracy. In these cases, the two-Gaussian prior on RV
has little effect on the derived value of RV . However, when there
is no NIR photometry or E(B − V ) is very small, the prior on
RV limits the possible values of AV .

Using MCMC techniques, we simultaneously solve for RV
and AV for each SN using all independent colors available. We
construct histograms for RV and AV by binning the Markov
chains. We then compute the mode and 1σ errors by bracketing
34% of the area to each side. The final calculated values are given
in Columns 6 and 7 of Table 2. Where the posterior probability
distribution is significantly non-symmetric, we report upper and
lower bounds.

3. RESULTS

3.1. Na i and K i

The upper-left panel of Figure 3 displays total Galactic Na i
column densities for the 46 objects in our Milky Way sample
plotted versus the AV values inferred from the Schlafly &
Finkbeiner (2011) Galactic reddenings. In calculating AV , a
value of RV = 3.1 is assumed. The red shaded area in Figure 3
illustrates the uncertainty in these AV values introduced by the
1σ dispersion of ±0.27 in RV values observed in the Milky
Way (Fitzpatrick & Massa 2007). Shown for comparison are
column density measurements obtained from profile fits to the
Na i D lines by Sembach et al. (1993) for a sample of 50 distant
(d > 1 kpc) late-O and early-B stars in low-density regions of

the Milky Way disk and halo. A fit to the combined (Milky
Way + Sembach et al. (1993)) sample of 96 measurements
gives

log NNa i = 13.180(0.003) + 1.125(0.005) × log AV , (4)

where the uncertainties in the slope and intercept are given in
parentheses. This fit is plotted in the upper-left panel of Figure 3,
with the gray shading indicating the 1σ dispersion in log NNa i
of 0.26 dex.

In the lower-left panel of Figure 3, a similar plot of K i column
densities versus AV is shown for the objects in our Milky Way
sample for which a Galactic component of the K i λλ7665,
7699 doublet was detected. The open circles are K i column
densities derived from the K i λ7699 line for 52 stars in the
Milky Way by Welty & Hobbs (2001). The solid line is a fit
to the combined data, with the gray shading indicating the 1σ
dispersion of 0.35 dex. Since an essentially linear relationship
exists in the Milky Way between log NNa i and log NK i (Welty
& Hobbs 2001), the slope of the fit was set equal to the slope
of the log NNa i versus log AV relation in the upper-left panel of
Figure 3, yielding

log NK i = 11.639(0.005) + 1.125 × log AV . (5)

Note that the dispersions in the stellar relations are large, and
if one were to use the fits to estimate AV from a measurement of
the Na i or K i column density, the error would be 54% or 72%
of AV itself, respectively.
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Figure 3. (Left) Column densities of Na i and K i in the ISM of the Milky Way plotted vs. AV . Open circles are the Na i D measurements of Sembach et al. (1993)
and the K i data of Welty & Hobbs (2001); solid circles in both plots show column densities for our Milky Way sample with the AV values taken from Schlegel et al.
(1998) as rescaled by Schlafly & Finkbeiner (2011). The solid lines are fits to these combined data (see text), with the gray shading corresponding to the 1σ dispersion.
The shaded red area illustrates the uncertainty introduced by the 1σ dispersion in RV values observed in the Milky Way (Fitzpatrick & Massa 2007). (Right) Column
densities of Na i and K i for the host absorption sample are plotted vs. the AV values derived from the SN colors. The fits and 1σ dispersions observed in the Milky
Way are reproduced from the left half of the figure. The different symbols used to plot the SNe Ia correspond to the Na i D profile classification scheme of Sternberg
et al. (2011).
(A color version of this figure is available in the online journal.)

insensitive to RV at longer wavelengths, allowing us to break the
AV/RV degeneracy. In these cases, the two-Gaussian prior on RV
has little effect on the derived value of RV . However, when there
is no NIR photometry or E(B − V ) is very small, the prior on
RV limits the possible values of AV .

Using MCMC techniques, we simultaneously solve for RV
and AV for each SN using all independent colors available. We
construct histograms for RV and AV by binning the Markov
chains. We then compute the mode and 1σ errors by bracketing
34% of the area to each side. The final calculated values are given
in Columns 6 and 7 of Table 2. Where the posterior probability
distribution is significantly non-symmetric, we report upper and
lower bounds.

3. RESULTS

3.1. Na i and K i

The upper-left panel of Figure 3 displays total Galactic Na i
column densities for the 46 objects in our Milky Way sample
plotted versus the AV values inferred from the Schlafly &
Finkbeiner (2011) Galactic reddenings. In calculating AV , a
value of RV = 3.1 is assumed. The red shaded area in Figure 3
illustrates the uncertainty in these AV values introduced by the
1σ dispersion of ±0.27 in RV values observed in the Milky
Way (Fitzpatrick & Massa 2007). Shown for comparison are
column density measurements obtained from profile fits to the
Na i D lines by Sembach et al. (1993) for a sample of 50 distant
(d > 1 kpc) late-O and early-B stars in low-density regions of

the Milky Way disk and halo. A fit to the combined (Milky
Way + Sembach et al. (1993)) sample of 96 measurements
gives

log NNa i = 13.180(0.003) + 1.125(0.005) × log AV , (4)

where the uncertainties in the slope and intercept are given in
parentheses. This fit is plotted in the upper-left panel of Figure 3,
with the gray shading indicating the 1σ dispersion in log NNa i
of 0.26 dex.

In the lower-left panel of Figure 3, a similar plot of K i column
densities versus AV is shown for the objects in our Milky Way
sample for which a Galactic component of the K i λλ7665,
7699 doublet was detected. The open circles are K i column
densities derived from the K i λ7699 line for 52 stars in the
Milky Way by Welty & Hobbs (2001). The solid line is a fit
to the combined data, with the gray shading indicating the 1σ
dispersion of 0.35 dex. Since an essentially linear relationship
exists in the Milky Way between log NNa i and log NK i (Welty
& Hobbs 2001), the slope of the fit was set equal to the slope
of the log NNa i versus log AV relation in the upper-left panel of
Figure 3, yielding

log NK i = 11.639(0.005) + 1.125 × log AV . (5)

Note that the dispersions in the stellar relations are large, and
if one were to use the fits to estimate AV from a measurement of
the Na i or K i column density, the error would be 54% or 72%
of AV itself, respectively.

7

Phillips et al., 2013

Blueshifted Systems Are Gas-Rich



Phillips et al., 2013

Blueshifted Systems Are Gas-RichThe Astrophysical Journal, 779:38 (21pp), 2013 December 10 Phillips et al.

0.01 0.1 1 10
AV (mag)

0.01

0.1

1

10

E
W

 N
a 

I D
 (Å

)

Milky Way
Single/Symmetric
Redshifted
Blueshifted

0.01 0.1 1 10
AV (mag)

0.01

0.1

1

10

E
W

 N
a 

I D
 (Å

)

Poznanski et al. (2012)
Munari & Zwitter (1997) x 2.53

86G

02bo 06X 06cm08fp

09le09ds
02ha

07fb07kk

09ig

07le

02jg

Figure 9. Na i D equivalent widths of both the Milky Way and host absorption
samples are plotted vs. the dust extinction, AV . The Milky Way sample has been
augmented by high dispersion measurements of 82 stars (Sembach et al. 1993;
Munari & Zwitter 1997) and 30 QSOs (Poznanski et al. 2012). The dashed line
corresponds to the Galactic relation derived by Poznanski et al. (2012), with the
1σ dispersion found by these authors indicated by the gray shading. The solid
purple line shows the relation for the D1 line found by Munari & Zwitter (1997),
multiplied by a factor of 2.53 to match the total equivalent widths plotted here.
(A color version of this figure is available in the online journal.)

Poznanski et al. 2011). Figure 3 shows that the reason for this
poor correlation is the relatively large fraction of SNe Ia with
strong Na i D absorption that is an order of magnitude greater
in column density than expected from the SN Ia colors and the
Milky Way relation. Indeed, based on our high-dispersion ob-
servations, it would seem that the only reliable deduction that
can be made using either column densities or equivalent widths
is that the absence of detectable Na i absorption in a high signal-
to-noise ratio spectrum is consistent with low dust extinction.

Note that in some cases equivalent widths and column
densities give quite different answers. An example is the case of
SN 1986G and SN 2006cm. While both of these events suffered
a similar amount of dust extinction, the host absorption Na i
column density for SN 1986G was fully consistent with the
Milky Way log NNa i versus AV relation, whereas for SN 2006cm
it was greater by ∼1.2 dex (see Figure 3). Nevertheless, Figure 9
shows that the EW(Na i D) for SN 2006cm was significantly
smaller than that of SN 1986G. The explanation for this apparent
inconsistency is found in Figure 10, where the Na i column
density is plotted versus the equivalent width of the D lines for
both the Milky Way and host absorption samples. Curves of
growth for three different values of the Doppler parameter, b,
are also displayed in this figure. These are shown for both single
and multiple absorption components with the same Doppler
parameter, with the single-component cases corresponding to
the left-most curve for each value of b. Note that the curve
for a single component with b = 8 km s−1 is nearly identical
to the curves for two components with b = 4 km s−1 or four
components with b = 2 km s−1. This ambiguity is inherent to
equivalent widths, and explains why column densities are to be
preferred whenever possible.
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Figure 10. Na i column densities are plotted vs. Na i D equivalent widths for
both the Milky Way and host absorption samples. Theoretical curve of growth
relations for three different values of the Doppler parameter, b, are shown
for reference. For each Doppler parameter, we show predictions for a single
absorption component as well as for up to 16 components with the same value
of b (as indicated in the legend.) In all cases, the single component predictions are
the left-most curves with increasing number of components lying progressively
to the right.
(A color version of this figure is available in the online journal.)

Returning to SN 1986G, the profile of the host absorption D
lines consisted of five major components covering a wide swath
(∼200 km s−1) of the spectrum (D’Odorico et al. 1989). The two
strongest components had Doppler parameters of 10 km s−1 and
column densities log NNa i of 13.4 and 13.1, respectively. The
third-strongest component also had log NNa i = 13.1, but with
b = 7 km s−1 and the two weakest both had b ∼ 5 km s−1, with
column densities of 12.6 and 11.7. Reading off the equivalent
widths corresponding to these individual components from
Figure 10 and summing them yields a total equivalent width
EW(Na i D) very close to the observed value of 3.8 Å. In the case
of SN 2006cm, the Na i D profile was dominated by three major
components, but concentrated into a considerably narrower
(∼60 km s−1) portion of the spectrum. The two strongest
components had b = 5 km s−1 and log NNa i of 15.0 and 14.5,
respectively, while the third component was slightly narrower
(b ∼ 4 km s−1) with a column density of 13.7. Summing the
corresponding equivalent widths using Figure 10 gives a total
equivalent width close to, but slightly larger than, the observed
value, with the discrepancy accounted for by the significant
overlapping in velocity space of the absorption components.

4.3. Relation to Previous Studies of Na i D in SNe Ia

The fact that nearly all of the SNe Ia showing anomalously
large Na i column densities belong to the Sternberg et al.
(2011) “Blueshifted” class suggests an association with CSM.
Sternberg et al. (2011) estimated that a quarter to a third of local
SNe Ia with detectable Na i D absorption show evidence of
outflowing CSM, which is remarkably similar to the percentage
of objects with anomalously large Na i column densities that we
find in this study. It should be kept in mind, however, that the
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Fig. 1.— Na I D EW as a function of host-galaxy dust extinction, AV (left panel), and dust reddening, E(B − V ) (right panel), for the
P13 sample. The blue circles are SNe that are classified as having “blueshifted” Na D profiles using the scheme of Sternberg et al. (2011).
The red squares are SNe that do not have “blueshifted” profiles; that is, they either have “redshifted,” “single,” or “symmetric” profiles.
The red, open squares represent SNe with no detected absorption from the Sternberg et al. (2011) sample (with the absorption described as
“none”). The black lines represent the Munari & Zwitter (1997) relation. The left figure is adapted from P13, but has had the extinction
value of SN 2002jg updated (see text).
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Na I D EW and the expected EW given the Munari & Zwitter
(1997) relation for the “blueshifted” and “redshifted” subsamples
of the Phillips et al. sample (blue and red solid lines, respectively).
The dashed lines represent skewed-Gaussian fits to each ideogram.
SNe Ia with excess gas relative to their dust (∆EW > 0 Åare much
more likely to have “blueshifted” line profiles than “redshifted” line
profiles.

in Figure 3.
As expected, this ratio is 0.5 at ∆EW ≈ 0 Å. From

the Gaussian approximation, we find that SNe with
∆EW < −X and > X Å have a <20% and >80% chance
of being Blueshifted, respectively. For the P13 sample,
using the 50% value to separate the sample would result
in 1/14 Blueshifted (7%) and 4/12 (33%) Redshifted, in-
cluding SNe 2009le and 2012cg, (19% total) misclassifi-
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Fig. 3.— Probability that a SN Ia has a blueshifted Na I D line
profile given its EW relative to the Munari & Zwitter (1997) re-
lation. The dashed curve represents the true probability for the
Phillips et al. sample. The solid curve is the probability given the
skewed-Gaussian fits to each subsamples’ frequency, which should
be close to the underlying probability. The veritcal solid line rep-
resents the ∆EW for which there is a 50% chance of having a
blueshifted profile; this value is close to zero. The vertical dotted
lines represent the ∆EW for which there are 20% and 80% chances
of having a blueshifted profile.

cation. If one were to consider SNe 2009le and 2012cg as
being physically related to the Blueshifted sample, there
would be a total misclassification of only 12%. Using the
20%/80% values to separate the samples would result in
1/12 (8%) Blueshifted and 2/7 (29%) Redshifted, again
including SNe 2009le and 2012cg, (16% total; not consid-
ering SNe 2009le and 2012cg as misclassified results in a
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The red, open squares represent SNe with no detected absorption from the Sternberg et al. (2011) sample (with the absorption described as
“none”). The black lines represent the Munari & Zwitter (1997) relation. The left figure is adapted from P13, but has had the extinction
value of SN 2002jg updated (see text).

−2 −1 0 1 2 3
ΔEW (Å)

0

10

20

30

40
Fr

eq
ue

nc
y

Gas−Rich
Gas−Poor

Fig. 2.— Ideograms of the difference between the measured
Na I D EW and the expected EW given the Munari & Zwitter
(1997) relation for the “blueshifted” and “redshifted” subsamples
of the Phillips et al. sample (blue and red solid lines, respectively).
The dashed lines represent skewed-Gaussian fits to each ideogram.
SNe Ia with excess gas relative to their dust (∆EW > 0 Åare much
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20%/80% values to separate the samples would result in
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including SNe 2009le and 2012cg, (16% total; not consid-
ering SNe 2009le and 2012cg as misclassified results in a



Foley et al., in prep.

∆EW Works for Low-Resolution Spectra!

4 Foley et al.

0.0 0.2 0.4 0.6 0.8 1.0
Probability that a SN is Gas−Rich

0

10

20

30

40

N
um

be
r

Both Limits
Na EW Limit
E(B−V) Limit
No Limits

Fig. 6.— Histogram of the probability that a SN is gas rich for the
CfA sample. The purple, green, gold, and black groups correspond
to SNe with both Na D EW and reddening measured, limits only
for EW, limits only for E(B − V ), and limits for both quantities,
respectively.
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curve represents the Munari & Zwitter (1997) relation. The data
points have been color-coded to represent the probability that the
associated SNe are gas-rich (blue) or gas-poor (red).

sidered gas poor. Importantly, there are roughly equal
numbers above and below the Munari & Zwitter (1997)
relation, similar to what was seen in the P13 sample. The

P13 sample does not appear to have biased gas-content
demographics.
With the probabilistic classifications for each SN, we

can now compare observables for the gas-rich and gas-
poor samples. A SN is assigned to each distribution with
its relative weight. That is, a SN with a gas-rich proba-
bility of 0.5 will be given half weight to each distribution.
Figure 8 displays the reddening distributions for each
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sample. The gas-rich sample has a substantial popu-
lation with essentially no reddening; 24% of SNe have
E(B − V ) < 0.05 mag. But the gas-rich sample also has
a significant population (15%) with E(B−V ) > 0.5 mag.
The gas-poor population is concentrated to moderate
reddening, with only 11% and 5% having E(B − V ) <
0.05 and 0.5 mag, respectively. In fact, 69% of the gas-
poor SNe have 0.05 < E(B − V ) < 0.2 mag.
Statistical tests
Our methodology for selecting gas-rich/gas-poor SNe

likely biases the reddening results some. For two SNe
with similar limits on their Na D EWs, the more red-
dened object is more likely to be gas poor. A SN with
E(B − V ) < 0.05 mag will require a detection of Na D
with <0.4 Å to be more likely a gas-poor system. Check
removing EW limits
Meanwhile, heavily reddened objects have extremely

strong Na absorptions, and even poor spectra can typical
measure the EW. It appears that SNe with E(B − V ) >
0.3 mag truly tend to be gas rich.
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TABLE 1
Log of Low-Resolution Optical Spectral Observations and Basic Parameters

Time of ∆m15(B) vSi II v0
Si II

SN UT Date Instrument Max. (MJD) Phasea (mag) (103 km s−1) (103 km s−1)

2007on 2007-11-17.2 IMACS 54419.88 1.3 1.64 −10.9 −11.0
2008C SNF20080514-002 2008-5-28.3 FAST 54613.01 1.3 1.39 −10.7 −10.8
2008fp 2008-9-21.4 DuPont 54730.52 −0.2 0.92 −10.7 −10.7
2008hv 2008-12-18.3 LDSS 54817.14 1.1 1.33 −10.7 −10.8
2008ia 2008-12-15.3 LDSS 54813.19 2.1 1.35 −11.3 −11.5
2009igb 2009-09-05.4 LRS 55080.04 −0.4 0.89 −13.6 −13.5
2009le 2009-11-24.2 FAST 55165.90 −6.6 0.96 −12.8 −12.1
2009nrc 2010-1-7.5 FAST 55192.70 10.6 0.93 −9.3 −9.6
2010A 2010-11-16.1 FAST 55212.40 −0.3 0.88 −10.3 −10.3

a Days since B maximum.
b These values were originally reported by Foley et al. (2012).
c The light-curve parameters were originally reported by Khan et al. (2011).

−9 −10 −11 −12 −13 −14 −15 −16
Si II Velocity at Maximum (103 km s−1)

0.0

0.2

0.4

0.6

0.8

1.0

C
um

ul
at

iv
e 

Fr
ac

tio
n

Blue
HR
FSK11

Fig. 1.— CDF of v0
Si II

for the FSK11 sample excluding SNe in
the high-resolution sample (black line, labeled ’FSK11’), our full
high-resolution sample (grey line, labeled ’HR’), the blueshifted
subsample (blue line, labeled ’Blue’), and redshifted subsample
(red line, labeled ’Red’).

also display the redshifted and blueshifted subsamples of
the high-resolution sample with red and blue lines, re-
spectively.

The CDF of the high-resolution sample has a simi-
lar shape to that of the FSK11 sample, but the high-
resolution sample tends to have slightly higher v0

Si II.
The median v0

Si II for the high-resolution sample and the
FSK11 samples is −11, 500 and −11, 300 km s−1, respec-
tively. Performing a K-S test (excluding any SNe in the
high-resolution sample from the FSK11 sample), we find
a K-S p-value of 0.44. From this test, there is no indi-
cation that the high-resolution and FSK11 samples have
different parent populations.

The CDFs of the blueshifted and redshifted subsam-
ples appear to be significantly different from that of
the FSK11 sample or our full high-resolution sample.
The blueshifted and redshifted subsamples tends to have
higher and lower v0

Si II than the typical SN Ia, respec-

tively. The blueshifted and redshifted subsamples have
median v0

Si II of −13, 300 and −10, 700 km s−1, respec-
tively, while the median of the combine single, symmet-
ric, and no absorption subsample has a median v0

Si II of
−11, 500 km s−1. A K-S test to compare the blueshifted
sample to the FSK11 sample (again, excluding any
SNe Ia from our full high-resolution sample) results in
a p-value of 0.012, indicating that the two samples have
different parent distributions. Performing the same test
with the redshifted sample results in a p-value of 0.062,
indicating that there is no statistically significant differ-
ence in the parent populations for the two samples.

A K-S test comparing the blueshifted and redshifted
subsamples results in a p-value of 0.019, again indicating
that the two samples have different parent populations.
This is a relatively strong result, and there is no obvi-
ous way to bias the high-resolution sample to create this
difference.

Since the high-resolution sample is skewed to slightly
higher v0

Si II than the FSK11 sample, the comparisons
between the blueshifted and redshifted subsamples and
the FSK11 sample may be biased. A random draw of
SNe from the high-resolution sample will likely have a
higher average velocity than the FSK11 sample. This
potential bias may have resulting in the small p-value for
the blueshifted sample; however, this bias cannot explain
the difference between the blueshifted and redshifted
subsamples. To mitigate this potential bias, we per-
formed K-S tests between the blueshifted/redshifted sub-
samples and the high-resolution sample (excluding the
blueshifted/redshifted subsamples). These tests resulted
in p-values of 0.014 and 0.0035 for the blueshifted and
redshifted subsamples, respectively. Both the blueshifted
and redshifted subsamples appear to be drawn from dif-
ferent parent populations than the complementary high-
resolution sample.

We tested the robustness of this result using a Monte
Carlo simulation. For each iteration, we selected a sam-
ple of 21 SNe (to match the number of SNe Ia for
which we have high-resolution spectroscopy) from the
full FSK11 sample of SNe Ia. From this sample, we then
selected a subsample of “Blueshifted” SNe equal to the
number of Blueshifted SNe Ia in the high-resolution sam-
ple. We performed a K-S test on these random samples
similar to that described above. We also noted if the five
highest or lowest velocity SNe were in the “Blueshifted”
sample.

Foley et al., in prep.
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Briefly...

SN Cosmology is Currently Limited by
the Low-z Anchor Sample
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Figure 1: Systematic calibration offsets (�S1 � S2) between various surveys and PS1 in PS1 g and
equivalent filters. These discrepancies are found after comparing observations of the same stars with
synthetic predictions using the published filter functions and the HST Calspec spectral library. If all
the calibration systems were perfect, the points would line up at 0. Instead we find a range of 4%
offsets, which introduce strong systematic biases in the cosmological analysis.

Table 1: Low-z Sets

Set Total Final

JRK07 133 49
CFA3 185 85
CFA4 94 43
CSP 85 45

Partial table 12 from Rest et al. (2013):
Breakdown of the number of lowz SNe Ia from
the different sets that were used for the cos-
mological analysis in Rest et al. (2013) and
Scolnic et al. (2013). The JRK07 sample it-
self is made up of 5 subsamples! Column
“Final” shows how many SNe make it through
all cuts for the main 4 low-z data sets. These
final numbers are only a fraction of the SNe
discovered because they were disovered too
late in the light curve or there was not enough
photometric follow-up; our program will not be
affected by these two issues.

Table 2: Noise Sources

Noise source dw

Total Uncertainty 0.072

Statistical Uncertainty 0.050

Systematic Uncertainty 0.052

Photometric calibration 0.045
SN color model 0.023
Host galaxy dependance 0.015
MW extinction 0.013
Selection Bias 0.012
Coherent Flows 0.007

Statistical uncertanty and systematic sources
of noise and its contribution to the uncertainty
in w (Rest et al. 2013; Scolnic et al. 2013).
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equivalent filters. These discrepancies are found after comparing observations of the same stars with
synthetic predictions using the published filter functions and the HST Calspec spectral library. If all
the calibration systems were perfect, the points would line up at 0. Instead we find a range of 4%
offsets, which introduce strong systematic biases in the cosmological analysis.
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Partial table 12 from Rest et al. (2013):
Breakdown of the number of lowz SNe Ia from
the different sets that were used for the cos-
mological analysis in Rest et al. (2013) and
Scolnic et al. (2013). The JRK07 sample it-
self is made up of 5 subsamples! Column
“Final” shows how many SNe make it through
all cuts for the main 4 low-z data sets. These
final numbers are only a fraction of the SNe
discovered because they were disovered too
late in the light curve or there was not enough
photometric follow-up; our program will not be
affected by these two issues.

Table 2: Noise Sources

Noise source dw

Total Uncertainty 0.072

Statistical Uncertainty 0.050

Systematic Uncertainty 0.052

Photometric calibration 0.045
SN color model 0.023
Host galaxy dependance 0.015
MW extinction 0.013
Selection Bias 0.012
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of noise and its contribution to the uncertainty
in w (Rest et al. 2013; Scolnic et al. 2013).
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8 (!!) Different
Low-z Samples
Combined
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Low-z Calibration a Real Problem

perhaps best demonstrated by the shift in the measured value of w when we exclude a single
sample. When we exclude the CSP sample, w shifts by −0.021 even when combining with CMB
and BAO data. On the other hand, excluding CfA1, CfA2, and the “other” SNe shifts w by +0.022
(Scolnic et al., 2014a). This >4% overall shift is an obvious indication of a large systematic bias,
but does not fully capture our ignorance. There remain fundamental and irreducible systematic
uncertainties associated with the data where the cameras, filters, and even telescopes no longer
exist.
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Figure 4: Systematic calibration offsets between
various surveys and PS1 in g and similar filters.
Differences are determined from local standard
stars used to calibrate the low-z sample. These
discrepancies are found after comparing observa-
tions of the same stars with synthetic predictions
using the published filter functions and the HST

Calspec (black points) and NGSL (red points)
spectral libraries. If all calibration systems were
perfect, the differences would be zero. Instead, we
find offsets with a range of∼4% in both directions!
These differences introduce strong systematic bi-
ases in cosmological analyses, as evidenced by the
shifts in cosmological parameters when excluding
certain data sets. From Scolnic et al., in prep.

Additionally, the calibration errors from
the many different low-z samples propagate
through the analysis in multiple ways as we fit
all SN Ia light curves using models determined
primarily from the low-z SNe. These systematic
uncertainties have only begun to be unraveled
(Mosher et al., 2014) and likely result in a mod-
erate bias in our measurement of w.

Because older surveys did not always catch
the SN before peak, did not always have suf-
ficient filter coverage and/or cadence, and ob-
served many SNe Ia that were not in the Hubble
flow, only 45% of the observed low-z SNe are
included in current analyses. (Our survey will
only observe Hubble-flow or potential Cepheid
SNe Ia discovered young, and we will observe
them with a cadence where nearly every SN is
included in our final sample.) Many records
from 20 years ago are now lost, and therefore,
we cannot precisely model the selection bias for
the current sample. Since past low-z samples
are a subset of the SNe discovered during that
era, and most low-z SN surveys targeted large
galaxies, there are well known selection biases
(Scolnic et al., 2014b) in the color and luminosi-
ties of the sample. These biases also propagate
into the systematic uncertainty through the SN
color model, the host galaxy dependence, and
the selection bias itself, making up significant
additional systematic uncertainty (Table 1).

In brief, the current low-z sample provides an inadequate foundation for our distances, and
must be improved.

The Need for a Large Low-z Sample
An improved low-z sample would provide the greatest statistical leverage for measuring devi-

ations from the cosmological constant and for the smallest cost. The high-z sample is now >4
times as large as the low-z sample. This pace is accelerating as new high-z surveys come online,
culminating in LSST, which will discover two orders of magnitude more SNe Ia than the current
high-z sample. A broad redshift range with a solid low-z anchor provides the strongest constraints

5

Scolnic et al., in prep.



The Ideal Low-z Sample
Single System

Well Calibrated/Self-Consistent

Full Sky Coverage w/Multiple 
Observations

Precisely Measured Filters

Existing Data Reduction Pipeline

Large High-z Sample on Same System
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Pan-STARRS High-z Sample

on w and its derivative. Ideally, the low-z SN Ia sample would be roughly the same size as the
high-z sample.

As an example, Astier et al. (2014) recently examined the prospects for measuring cosmological
constraints with Euclid. They found that the most improvement in their statistical figure-of-merit
was achieved by increasing the low-z sample rather than the high-z sample — and this was in a
paper advocating for observing high-z SNe with Euclid! Similarly, the WFIRST SDT determined
that a new sample of 800 z < 0.1 SNe Ia were required to reach their goals.

The current low-z sample is small enough, relative to the high-z sample, that its size is a large
component of the current statistical uncertainty on cosmological parameters. Although some cur-
rent projects will improve the number of low-z SNe Ia, these surveys will have many of the same
systematic uncertainties as previous generation surveys. For instance, the Palomar Transient Fac-
tory combines data from at least four telescopes for their SN Ia sample (P48, Liverpool Telescope,
Faulkes North, Byrne Observatory; e.g., Maguire et al., 2012).

The Foundation survey will quadruple the size of the current low-z sample, increasing it size
to that of the current high-z sample. Since the statistical and systematic uncertainties for w are
currently comparable, reducing the statistical uncertainty will still improve the overall uncertainty
even if the systematic uncertainty is not reduced. The large Foundation sample will reduce the
statistical uncertainty such that the total uncertainty on w is improved by a factor of 1.6×!
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Figure 5: (Left) Hubble diagram showing the current low-z sample (various colors) and spec-
troscopically confirmed PS1 SNe Ia (blue). We currently have∼400 spectroscopically confirmed
high-z PS1 SNe Ia. This program will replace the current low-z sample (and quadruple its size)
with low-z SNe Ia also observed by PS1. (Right) Simulated 1-σ w–Ωm constraints combining
statistical and systematic uncertainties for the current low-z SN Ia sample combined with the
PS1 sample (red) and half of the Foundation survey (400 SNe) combined with the PS1 and
other high-z samples. We are able to take advantage of the other high-z samples in the latter
because of the smaller systematic uncertainties of the Foundation survey. The improvement
in this figure-of-merit from the baseline case is 2.5×. With the full sample, we expect an
improvement of 3.3×. This improvement requires no additional high-z SN observations.

Why PS1?
PS1 has unique and important characteristics for building a low-z SN Ia sample. (1) The

telescope has already observed 3/4 (3π) of the sky in 5 filters. (2) PS1 has a superb relative
photometric calibration down to a few mmag. (3) PS1 has one of the best measured instrument
response functions, making SN photometry extremely precise. (4) There already exists a very large
PS1 high-z SN Ia sample (∼400 spectroscopically confirmed SNe Ia). (5) Because of our familiarity
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Figure 5: (Left) Hubble diagram showing the current low-z sample (various colors) and spec-
troscopically confirmed PS1 SNe Ia (blue). We currently have∼400 spectroscopically confirmed
high-z PS1 SNe Ia. This program will replace the current low-z sample (and quadruple its size)
with low-z SNe Ia also observed by PS1. (Right) Simulated 1-σ w–Ωm constraints combining
statistical and systematic uncertainties for the current low-z SN Ia sample combined with the
PS1 sample (red) and half of the Foundation survey (400 SNe) combined with the PS1 and
other high-z samples. We are able to take advantage of the other high-z samples in the latter
because of the smaller systematic uncertainties of the Foundation survey. The improvement
in this figure-of-merit from the baseline case is 2.5×. With the full sample, we expect an
improvement of 3.3×. This improvement requires no additional high-z SN observations.

Why PS1?
PS1 has unique and important characteristics for building a low-z SN Ia sample. (1) The

telescope has already observed 3/4 (3π) of the sky in 5 filters. (2) PS1 has a superb relative
photometric calibration down to a few mmag. (3) PS1 has one of the best measured instrument
response functions, making SN photometry extremely precise. (4) There already exists a very large
PS1 high-z SN Ia sample (∼400 spectroscopically confirmed SNe Ia). (5) Because of our familiarity
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tory combines data from at least four telescopes for their SN Ia sample (P48, Liverpool Telescope,
Faulkes North, Byrne Observatory; e.g., Maguire et al., 2012).
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Figure 5: (Left) Hubble diagram showing the current low-z sample (various colors) and spec-
troscopically confirmed PS1 SNe Ia (blue). We currently have∼400 spectroscopically confirmed
high-z PS1 SNe Ia. This program will replace the current low-z sample (and quadruple its size)
with low-z SNe Ia also observed by PS1. (Right) Simulated 1-σ w–Ωm constraints combining
statistical and systematic uncertainties for the current low-z SN Ia sample combined with the
PS1 sample (red) and half of the Foundation survey (400 SNe) combined with the PS1 and
other high-z samples. We are able to take advantage of the other high-z samples in the latter
because of the smaller systematic uncertainties of the Foundation survey. The improvement
in this figure-of-merit from the baseline case is 2.5×. With the full sample, we expect an
improvement of 3.3×. This improvement requires no additional high-z SN observations.

Why PS1?
PS1 has unique and important characteristics for building a low-z SN Ia sample. (1) The

telescope has already observed 3/4 (3π) of the sky in 5 filters. (2) PS1 has a superb relative
photometric calibration down to a few mmag. (3) PS1 has one of the best measured instrument
response functions, making SN photometry extremely precise. (4) There already exists a very large
PS1 high-z SN Ia sample (∼400 spectroscopically confirmed SNe Ia). (5) Because of our familiarity
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Foundation Data
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Figure 3: (Left) 90′′ × 90′′ PS1 gri (corresponding to BGR channels) image of PS15mt.
The SN is marked by the arrow. (Right) Foundation griz light curves for PS15mt. These are
publication-quality light curves. The solid curves represent the best-fit template light curves.

spectra of Foundation SNe. We have been awarded an additional 32 nights over the 2015B, 2016A,
and 2016B semesters (39 nights on 4-m telescopes so far). We plan to continue to request ∼10
spectroscopy nights per semester to complement our imaging time on PS1. However, these data
are not critical for the success of this survey; a sufficient number of SNe Ia are spectroscopically
confirmed by other sources for this survey. For example, there have been 310 spectroscopically
confirmed SNe Ia announced so far in 2015 (and 474 in 2014). Even if only 30–40% of the announced
SNe Ia are appropriate for the sample, we will have enough SNe to complete the survey in 4 years.
However, there is no specific end date, and we can continue to observe with PS1 for longer than 4
years if necessary.

We are currently writing a paper describing the strategy, implementation, and first results for
the Foundation Supernova survey (Paper 0; Foley et al., in prep.). We expect this to be submitted
in the next few months.

The Need for a New Low-z Sample
In our recent PS1 SN Ia cosmology paper (Rest et al., 2014), ∼200 low-z SNe Ia from 6 different

low-z surveys, each on a different photometric system with different cadences and systematic errors,
were used in the cosmological analysis. This includes the Calán/Tololo (16 SNe; mostly CTIO 0.9-m
+ Tek1, Tek2, Tek3, Tek IV, TI2, TI3; Hamuy et al., 1996), CfA1 (5 SNe; mostly 1.2-m FLWO +
thick/thin CCDs; Riess et al., 1999), CfA2 (19 SNe; 1.2-m + Andycam, 4Shooter; Jha et al., 2006),
CfA3 (85 SNe; 1.2-m + 4Shooter, Minicam, and Keplercam; Hicken et al., 2009), CfA4 (43 SNe;
1.2-m + Keplercam; Hicken et al., 2012), CSP (45 SNe; Swope + SITe3; templates from du Pont;
Contreras et al., 2010), and 8 “other SNe” included by Jha et al. (2006). Not including multiple
filter systems for a given telescope/camera, the low-z SN Ia sample is constructed from >13
systems! One could also include other surveys such as LOSS (mostly KAIT + Apogee, Apogee2,
FLI; Ganeshalingam et al., 2010), but that only adds to the problem.

The cosmological systematic uncertainty associated with this heterogeneous low-z sample is

4

Already 37 SNe Ia
39 SOAR/KPNO nights over 2 years
+Salt for spectroscopy



Foundation Sample As of Today: 37 SNe
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Two Questions:

Why are the observables (and explosions?) 
so similar for gas-rich and gas-poor SNe?

How can we further improve the 
Foundation Survey?


